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Abstract | This paper demonstrates 
how biometric features can be extracted 
from people in child sexual abuse 
material (CSAM) and examined using 
social network analysis to reveal 
important patterns across seized media 
files. Using an automated software 
system previously developed by the 
research team (the Biometric Analyser 
and Network Extractor), we extract, 
match and plot multiple biometric 
attributes (face and voice) from a 
database of CSAM videos compiled by 
law enforcement. We apply a series of 
network measures to illustrate how the 
biometric match data can be used 
to rapidly pinpoint key media files 
associated with an investigation, without 
the need for an investigator to manually 
review and catalogue all files. Future 
directions for this research are 
also discussed.
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Trends in the distribution of child sexual abuse material (CSAM) 
online demonstrate a growing preference by producers and 
consumers for video and ‘on-demand’ live streams (Brown, 
Napier & Smith 2020; Dance & Keller 2020; Maxim et al. 2016). 
Such preferences are also confirmed by recent reporting to 
the National Center for Missing and Exploited Children (2022), 
which in 2021 received more reports for videos than images 
(44.8 million vs 39.9 million), representing an increase of 
41.7 percent over the previous year. These trends highlight a 
growing need for effective tools for analysing videos in child 
sexual abuse (CSA) investigations. The proliferation of video files 
amplifies the challenges investigators face, given that software 
tools available to process and analyse video lag behind those 
developed for images (Sanchez et al. 2019). This necessitates 
painstaking manual review and verification to extract key 
information about individuals, or significant patterns across 
multiple videos (eg victims or offenders appearing in several 
videos, instances of co‑offending and co‑victimisation). 
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Manual processing of videos furthers the existing problems investigators face with unmanageable 
workloads and burnout, as well as significant psychological harms, including secondary traumatic 
stress disorder, emotional exhaustion, intrusive thoughts, and interpersonal and marital problems 
(Bourke & Craun 2014; Burns et al. 2008; Powell et al. 2015; Seigfried‑Spellar 2018). This has 
led to an emergence of automated techniques, including those using hash values (ie digital 
fingerprints) and, more recently, biometric characteristics to ameliorate these challenges and 
enhance investigations.

Recent work by the present authors has demonstrated the utility of combining multiple biometric 
modalities (face and voice) from CSA videos using a custom‑designed automated software system, 
entitled the Biometric Analyser and Network Extractor (BANE). Through a series of performance tests, 
this research showed that multiple biometric cues (ie faces and voices) can be successfully extracted 
and matched in CSAM (see Westlake et al. 2022 for a detailed overview). These performance results 
demonstrate the potential utility of this automated software infrastructure to augment investigations 
undertaken by law enforcement. This software offers a means of automatically grouping victims/
offenders by face and/or voice matches, in ways that would be very difficult, if not impossible, to 
accomplish manually.

Although using multiple biometric attributes can improve accuracy in identifying the same individuals 
from one video to the next, it is possible to take this further and identify significant patterns 
pertaining to co‑offending or co‑victimisation, both within and across investigations (and across 
time). Establishing such connections is important, as there is considerable evidence to suggest that 
children are often victimised by multiple offenders, and that it is not uncommon for an offender to 
appear, visibly or audibly, in CSAM (Canadian Centre for Child Protection 2017; Interpol 2018; Salter 
& Whitten 2022; Seto et al. 2018). In this paper, we demonstrate how such patterns can be revealed 
by using social network analysis to examine face and voice biometric match data extracted from CSA 
videos. To this end, this work describes how this analytical approach can point investigators towards 
media files that should be prioritised for manual analysis. This also has the potential to dramatically 
reduce investigator workloads by obviating the need to manually review all media files, as well as the 
attendant psychological harms associated with viewing such materials.

This paper is presented in three parts. First, we provide a methodological account of this research. 
Second, using a database of 530 CSA videos compiled by law enforcement, we demonstrate how 
specific social network metrics (community detection, degree centrality and betweenness centrality, 
which are explained below) can be used and visualised to rapidly pinpoint key media files associated 
with an investigation, without the need for an investigator to first manually review and catalogue 
files. Third, we outline the implications of integrating and improving this analytical approach in 
future research.

Methodology
Given the nature of the content being studied, BANE was supplied to Australian law enforcement 
agencies to extract biometric match data from a collection of CSA videos. Match data were extracted 
from BANE as metadata, to plot a network map for visualisation and analysis. These processes are 
detailed below.
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Compilation of the video database
A collection of 1,308 videos was compiled by Australian law enforcement. These videos represent all 
videos seized by law enforcement relating to a large and recent CSA investigation (ie all video files 
from hard drives, mobile phones, tablets, online accounts, messaging applications etc), with each 
file being verified by investigators as containing CSA, as defined under Australian law. The collection 
contained numerous duplicate files, which were removed using a script written to identify duplicates 
(on the basis of a file being of the same size, length and extension), leading to a sample of 553 unique 
videos. The final sample of videos contained a variety of forms of CSA, involving children of a range 
of ages (roughly between 3 and 17 years old), as well as adults. Videos also varied in length, with the 
shortest being five seconds and the longest approximately 48 minutes. At no point did members of 
the research team view or have access to CSAM.

Data procedures
Law enforcement officers imported the 553 videos into BANE, which successfully processed 530 
videos. A small proportion of video files (n=23, or 4.2%) were not included in the analysis because 
either they were not encoded in one of the formats BANE is presently designed to process (ie *.3gp, 
*.3gpp, *.asf, *.avi, *.divx, *.mkv, *.mp4, *.mpg, *.mpeg, *.wmf, *.wmv, *.vob), they were corrupted, 
or they could not be decoded using ffmpeg v 4.0 (see https://ffmpeg.org).

This study deployed a processing pipeline similar to the one described in Westlake et al. (2022), 
with the only change being the use of a different face recognition library. This study used a pipeline 
consisting of the Dlib face detector (King 2009) and an open‑source face recognition system (see 
https://github.com/ageitgey/face_recognition). The included face recognition pipeline achieves 
98.9 percent accuracy on the ‘Labeled Faces In The Wild’ dataset (Huang et al. 2007), which is in line 
with state‑of‑the‑art face recognition systems. Facial features were successfully extracted from 258 
videos and audio features from 352 videos. Such performance aligned with expectations, given that 
CSAM does not always contain a clearly visible face or audible voice (Salter & Whitten 2022; Tejeiro 
et al. 2020). In total, biometric features (a face and/or a voice) were extracted from 445 videos. 
These extracted features were then matched to all other faces and voices from other videos in the 
database, producing a match score for each pair.

We used an inductive approach to selecting an appropriate threshold from which matches would 
be derived for further analysis. To our knowledge, no previous study has sought to match face and 
voice biometrics on a raw database of CSA videos (Westlake et al. 2022 is the closest, using a small, 
labelled dataset of CSAM). Consequently, the research team had limited empirical evidence with 
which to determine appropriate match threshold levels. Discussions with investigators revealed that 
the database comprised numerous videos containing the primary offender (whose computer, phone, 
accounts etc were seized) offending against multiple children. In addition, there were various other 
separate collections featuring victims that the primary offender had not had contact with, which the 
primary offender had found online or had been sent by other offenders.
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Accordingly, we expected that the matching process would return one large cluster of nodes 
(corresponding with the primary offender), and numerous smaller clusters (varying in size, according 
to the number of videos containing each individual). We evaluated several thresholds for matching 
both faces and voices. Faces were matched using a dissimilarity score, meaning that scores closer 
to 0 are more likely to indicate a genuine match, while voices were evaluated on a similarity score, 
meaning that scores closer to 1 are more likely to indicate a genuine match (for further detail, 
see Westlake et al. 2022). Through this process, it was determined that the expected pattern was 
generated using thresholds of less than 0.47 for face and greater than 0.96 for voice. In making 
this selection, we acknowledged that presenting false positive matches may slow down or be 
harmful to an investigation and reduce the practical utility of the software. As such, we sought 
thresholds corresponding with a low false match rate, even though this will also result in a lower true 
match rate.

Analytical framework
Once processed by BANE, inter‑video match scores for the 445 videos were converted into matrices, 
to permit analysis of biometric matches using social network analysis (SNA). SNA is an analytical 
technique that can be used to triangulate multiple file attributes (eg face and/or voice matches), as 
well as identify and visualise structural patterns across large datasets. With its roots in mathematical 
graph theory, this analytical approach focuses on a set of actors or ‘nodes’ (in this case, CSA videos) 
that are tied by one or more types of relations (in this case, biometric matches) (Wasserman & Faust 
1994). SNA can be used to examine patterns of relations across different levels of networks, including 
the complete network of relations, relations within clusters or subgroups, and relations between 
pairs of nodes. SNA can also be used to identify well‑connected or strategically positioned nodes 
within a network. This approach has the advantage of yielding new information about the structural 
characteristics of a network, and allows analysts to visualise and identify significant connections 
between nodes that may not otherwise be revealed (Marin & Wellman 2011). Various research 
studies have extolled the potential of this approach as a means to better understand and control 
crime (see Brewer 2017), particularly in the context of CSA (eg Bursztein et al. 2019; Krone 2004; 
Westlake & Bouchard 2016; Westlake & Frank 2016).

To permit SNA in the present study, the full list of match pairs derived from the dataset by BANE 
was converted into a machine-readable format (ie an edge list) and imported into a separate SNA 
software program, Gephi (v 0.97), for further analysis. This made it possible to generate a visual 
representation of the network and to calculate several measures of connectivity (density) and 
centrality (degree centrality and betweenness centrality) and to detect communities (using the 
Girvan–Newman algorithm). This revealed both important patterns and key videos across the 
network. Ethics approval for this work was granted by the University of Adelaide Human Research 
Ethics Committee.
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Results and discussion
Biometric data (faces and voices) extracted from the 445 distinct videos were matched, combined 
and modelled as a network map, visually represented in Figure 1. Here, each of the 445 black dots, 
or nodes, represents a video, while the 222 lines, or ties, linking nodes denote at least one biometric 
match between people contained within the two connected videos (one video can contain multiple 
people, who are each matched to other videos). These matches are diverse and represent one of 
three tie types: a face match (red), a voice match (violet) or a match between both face and voice 
(green). The diversity of match types may be attributable to the fact that faces and voices often do 
not appear in CSAM. To further assist with visualisation, the Force Atlas algorithm was applied to 
drive isolates (the nodes not linked to any other nodes) to the centre of the map, leaving clusters 
on the periphery of the network for closer inspection. This modelling makes it possible to draw 
links between people (victims or offenders) across videos by constructing more complex networks. 
This network visualisation moves beyond simply identifying the same victim or the same offender 
appearing in multiple videos and can also establish co‑offending and co‑victimisation relationships 
across a large holding of videos.

Figure 1: Network of videos extracted from a single investigation

Video
Voice match
Face match
Face and voice match
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As expected, the network is relatively low in density, with matches being returned across 
0.02 percent of the total matches possible between videos (Figure 1). Matches are, nevertheless, 
largely concentrated in clusters. Just under half of all matches (42%) are concentrated into one large 
cluster (likely depicting the primary offender and associated victims and co‑offenders), located in 
the left‑hand portion of the network. Videos throughout this cluster are indeed connected by face 
matches, voice matches or both, with the loss of either biometric severely fragmenting the cluster. 
Elsewhere, 15 other smaller clusters populate the periphery of the network, likely representing 
victims and/or offenders not directly associated with the primary offender. These smaller clusters 
vary in size, each containing between three (bottom right) and 17 (far right) nodes. Closer to the 
centre of the graph are 25 matches that link only two videos (ie 2 nodes and a single tie), while 
324 isolates (videos with no matches) reside at the centre of the network map. Further analysis of 
these connections can reveal key patterns within the data that can direct investigations.

Identifying subgroups of related videos using community detection
While mapping these 16 clusters offers initial macro‑level insights into how video files are connected, 
it does not provide investigators nuanced information about how individual subjects are represented 
within clusters. For investigators, making such distinctions is crucial, as clusters may contain 
subgroups of videos depicting multiple victims or offenders. That is, a subgroup within a cluster could 
represent multiple victims being abused by the primary offender or multiple offenders victimising 
the same child. To this end, it is possible to detect subgroups that form structurally separate entities, 
commonly referred to in the literature as ‘communities’.

Numerous methods exist for identifying communities in network data. In this study, we applied 
the commonly used Girvan–Newman algorithm, which identifies discrete communities (subgroups 
of nodes) by locating structurally important ties, whose removal fragments the network (Borgatti, 
Everett & Johnson 2018). This method revealed six communities contained within the largest cluster, 
distinguished by colour in Figure 2: green (10 nodes), blue (14 nodes), pink (7 nodes), yellow (9 
nodes), orange (14 nodes) and purple (13 nodes). The communities present within the clusters 
suggest that there are separate yet interconnected collections of different people within the primary 
cluster that investigators may wish to focus on. That is, each of these communities may contain a 
particular victim or offender, or potentially be part of the same series of videos. For this dataset, 
beyond the primary cluster, no additional communities were found to be contained within other 
clusters or pairings (and were therefore not visualised below). Note that a uniform colour (black) 
has been applied to all ties (biometric matches) in Figure 2 for clarity purposes. Tie types can still be 
determined by referring to Figure 1.
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Figure 2: Identifying communities of victims/offenders within the primary cluster

Community 1
Community 2
Community 3
Community 4
Community 5
Community 6
Face/voice match

Identifying videos most central to the network
Beyond detecting communities, alternative network measures can be used to identify the most 
‘central’ (ie highly connected) nodes within the network. This has the potential to provide 
investigators important insights about where to focus an investigation, whether within a community 
or within a particular cluster. In the current application, this means establishing which videos have 
the largest number of connections to other videos in the network. In practical terms, this could allow 
investigators to flag key videos that are likely to contain: 

 • a victim or offender who appears in many videos; 

 • the highest-quality biometric samples that match with other videos (ie videos matched using face 
and voice rather that only one biometric feature); or

 • a number of different people from which matches can be drawn.
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The most commonly used centrality metric is degree centrality, which is simply a sum of the number 
of ties (in this case, biometric matches) a node has with other nodes (Borgatti, Everett & Johnson 
2018). This is illustrated in Figure 3, where the size of nodes is weighted in direct proportion to the 
number of direct matches they have with other nodes (the degree). That is, the larger the node, the 
greater the number of videos it matches. Visual inspection of the network makes clear that several 
nodes have greater importance than others. For example, nodes 252, 278, 446, 121 and 105 attract 
the most matches, relative to other nodes. See the Appendix for a full list of degree centrality scores 
for this network.

Figure 3: Degree centrality across the primary cluster
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Identifying strategically-placed videos in the network
Beyond degree centrality, there are other measures of centrality that can effectively be used to 
focus investigations. One other commonly used centrality metric is betweenness centrality, which 
measures the extent to which any one node lies on the shortest path between all other pairs of nodes 
in the network. Betweenness has been used to identify strategically placed ‘brokers’ in networks 
(eg Morselli 2009). Determining the extent to which a video is strategically placed within a network 
(ie assumes a ‘brokerage’ function) may be particularly useful in investigatory contexts—permitting 
an investigator to pinpoint a specific video that creates a path between two otherwise disconnected 
videos. This may benefit an investigation in two ways. First, Figure 4a provides an example where 
a single video (Node 2) contains multiple biometric attributes of a single victim (Victim A) and thus 
brokers a connection between videos containing only one biometric attribute of that victim (Node 
1 and Node 3). Second, Figure 4b depicts a situation where brokerage can be used to identify 
connections between discrete subjects contained within videos. For example, Node 2 (video 
containing Victims A and B) brokers a link between two otherwise disconnected nodes—Node 1 
(a video containing Victim A) and Node 3 (a video containing Victim B).

Figure 4: Biometric match brokerage configurations

NODE 1
Face of

Victim A

NODE 2
Face of

Victim A
Voice of
Victim A

NODE 3
Voice of
Victim A

a.

NODE 1
Victim A

NODE 2
Victim A
Victim B

NODE 3
Victim B

b.

We assessed the strategic position of nodes by calculating betweenness centrality scores for every 
node in the network (for full results, see the Appendix). These scores are also depicted visually in 
the network map appearing at Figure 5, where node sizes are adjusted according to betweenness 
centrality (larger nodes have higher betweenness centrality scores). Here, the nodes intersecting 
communities are most prominent. These nodes—such as those numbered 40, 41, 156 and 252—
unite various otherwise disconnected components. Identifying these videos may thus be of immense 
value to an investigation, as high betweenness scores suggest that these nodes may be the key 
linking videos that draw connections between previously unmatched victims or offenders contained 
in different sets of videos, as compared to degree centrality, which likely flags videos that contain 
individuals appearing in numerous other videos.
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Figure 5: Betweenness centrality across the primary cluster
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Limitations and directions for future research
Using biometric data extracted from CSA videos as linking attributes, SNA can aid investigators in 
identifying which videos to prioritise, without having to review and catalogue hundreds of different 
videos. We demonstrate how various measures can be used to take a macro view of a network and 
potentially parse out individuals via clusters, or to provide more granular insights by identifying 
distinct communities. In addition, measures of centrality can be used to identify the videos in a 
network that match most frequently with other videos (degree centrality), as well as those videos 
that link groups of videos together, possibly by virtue of unique characteristics being portrayed 
(betweenness centrality). In undertaking this analysis, however, we recognise that the results are 
based on some assumptions about the data, and that future research should seek to address these 
limitations. Three of these are discussed in turn.
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First, we acknowledge the practical utility of SNA in assisting investigations relies on the veracity of 
the underpinning ties—in this case, the accuracy of the face and voice match data. The algorithms 
used by BANE (see Westlake et al. 2022 for additional details) were developed for other purposes and 
were not trained using CSAM, which limits their performance. This is a common problem experienced 
by researchers in this field and can be addressed through the creation of large, labelled datasets of 
CSAM (in partnership with law enforcement) for training and testing purposes.

Second, and relatedly, while care was taken to ensure that videos in the testing database contained 
CSA and were reflective of ‘real‑world’ conditions, it was not possible to verify the face and voice 
matches returned by the software at the selected thresholds. As such, it was not possible to 
determine the accuracy of the network, according to the corresponding true/false match rates. 
Future research will need to incorporate labelled data with an established ground truth so that 
accuracy can be evaluated. Given the graphic nature of the content, and the legal implications of 
possessing CSAM, such activities will need to be completed in partnership with law enforcement (see 
Bright, Brewer & Morselli 2021 for further elaboration on how this can be accomplished).

Finally, this paper presented a network derived from face and voice biometric match data. This can be 
problematic, as a proportion of CSA videos being distributed online contain neither a face nor a voice 
(as was the case in 85 videos contained in the current dataset). This suggests a need to extend the 
software’s extraction and matching capabilities to include algorithms capturing additional biometrics 
such as age, gait, gender, hair colour and ethnicity (eg Macedo, Costa & dos Santos 2018; Moser, 
Rybnicek & Haslinger 2015; Sae‑Bae et al. 2014; Yiallourou, Demetriou & Lanitis 2017), as well as 
objects (eg artwork, food packaging, newspapers and magazines), camera sensors (Bennabhaktula 
et al. 2020; Timmerman et al. 2021), and file encoding properties (Lyons & Epstein 2021, 2020). 
Such algorithms can be integrated into future iterations of BANE and may further enhance matching 
performance as well as the depth and breadth of networks derived.
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Appendix
Table A1: Full centrality results
Node Degree centrality Betweenness centrality

7 3 65.3

36 3 65.0

40 2 1080.0

41 4 1085.0

50 1 0.0

52 4 369.0

85 1 0.0

87 3 129.0

95 1 0.0

99 1 0.0

105 6 149.3

118 2 65.0

121 7 687.8

136 2 65.0

142 1 0.0

148 4 20.5

149 1 0.0

151 1 0.0

153 1 0.0
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Table A1: Full centrality results
Node Degree centrality Betweenness centrality

156 5 1265.7

170 3 128.0

208 1 0.0

219 3 32.0

221 2 0.0

226 5 528.0

238 1 0.0

242 2 189.0

252 8 1111.0

257 1 0.0

260 1 0.0

262 5 587.8

263 3 31.7

265 3 65.0

271 3 32.0

272 1 0.0

278 6 607.2

285 3 93.0

286 2 0.0

288 5 741.0

310 3 129.0

335 5 251.0

356 4 25.0

357 1 0.0

359 1 0.0

370 4 365.0

372 5 542.2

373 5 441.5

375 4 42.7

379 3 20.0

380 3 93.0

389 3 0.3

408 3 128.0

414 3 0.0

419 1 0.0

439 3 189.0

444 1 0.0

446 6 111.0
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Table A1: Full centrality results
Node Degree centrality Betweenness centrality

452 1 0.0

458 1 0.0

459 1 0.0

473 2 0.0

486 1 0.0

489 3 189.0

503 1 0.0

504 2 65.0

532 5 191.0

533 2 0.0


